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1 Introduction

The need for high-availability systems

Software systems that provide security for lives and property need themselves to be secure
from threats such as hardware failure, software failure, sabotage and natural disasters. Hence
it is desirable for security management systems to be installed on some form of high-
availability (HA) platform. The choice of platform depends on a number of limiting factors,
including:

—  Cost of downtime of the system

-  Maximum tolerable downtime of the system

—  Cost of the high-availability platform (usually per server)

Scope of this document

This document describes installations that Bosch has tested in-house. It does not describe the
implementation of Hyper-V systems in general, but rather helps those planning and
commissioning Bosch Security Management systems on high-availability systems to avoid
common misconceptions and mistakes.

As IT infrastructures differ widely, Bosch strongly recommends that those with little
experience in the area of HA obtain the assistance of consultants with suitable Microsoft
qualifications.

Required hardware
See the datasheet of Bosch VMS or BIS for hardware requirements.

Notice!

Prerequisite for Microsoft support

Microsoft supports a failover cluster or replica solution only if all the hardware features are
marked as "Certified for Windows Server 2012 R2." In addition, the complete configuration
(servers, network, and storage) must pass all tests in the Validate a Configuration Wizard,
which is included in the Failover Cluster Manager snap-in.

md 0

Documentation and software for Bosch Security Systems products can be found in the

online product catalogue as follows:

» Open any browser > enter www.boschsecurity.com > select your region and your country
> start a search for your product > select the product in the search results to show the
existing files.

1.1 General Requirements

Goals of the high availability platform:

—  Near zero downtime of the security management system, e.g. BIS, Bosch VMS
—  Availability as a pre-configured bundle

—  Familiarity to customers and IT departments

- Cost-effectiveness

- Ease of deployment

- Upward scalability

- Ease of support
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2 Hyper-V architectures

You can achieve two different architectures for high availability using Hyper-V from Microsoft:
—  Replication
-  Cluster

2.1 Low effort: Replication

Advantages:
—  Short downtime, low budget, low effort, widespread standard solution

Overview

The easiest way to ensure high availability of an application using virtual machines (VMs) is to
set up asynchronous replication between two Hyper-V hosts. In this scenario you replicate a
virtual machine from your primary site to another site using snapshot technology. A short
replication interval is around 30 seconds, and you can use Kerberos authentication or (self-
signed) certificates. Information arising during the replication interval is lost. To set up VM
replication you need only Windows Server 2012 R2 with Hyper-V. No domain or cluster
services are necessary.

)

Hyper-V LAN

VM1 VM2 VM1 VM2

192.168.100.101 192.168.100.102 gy jicatic Slication

Hyper-V g s ot o

(Primary Node 1) |_ ¥ =

Hyper-V
. (Replication Node 2)
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2.2 Medium effort: Cluster

Advantages:
— Near zero downtime, cost-effectiveness, small central storage, easy to implement with
tested standard components

Overview

A more secure way to ensure business continuity of a virtual machine is to create a Hyper-V
cluster. In this scenario a Domain Controller, at least two Hyper-V nodes and a shared storage
are required. The VMs are located on the shared storage to which all Hyper-V cluster nodes
have access.

To ensure high availability of an application, all cluster nodes listen to each other’s
“heartbeat” signal. If a cluster node’s heartbeat is missing then that node is assumed to have
crashed, and another cluster node will pick up the failed node’s VMs with minimal downtime
and information loss.

The information loss consists of the data residing in the RAM of the affected cluster node, and
some events that occur during the downtime of the cluster node.

The shared storage is a single point of failure. If it fails, the VMs can no longer run. To avoid
such a single point of failure, the DSA E-Series storage device provides additional redundancy.
We recommend purchasing a shared storage with dual controller.

Shared Storage

Hyper-V LAN
Management Controllert [—1 7] Management Controller2
1921681003 = . 192.168.1004
=
w2i6a1%85 1o2ieai2s7  HYPerV L&mﬂsawzn ToTies1286 HyperV  [f= 3 A Hyper-V
VLAN (iSCS) (Primary Node 1) | [fe==s (Replication Node 2)

VLAN2 (Heartbeat)

VLANT (i5CS1) VLANT (i5CS1)

Port1:192.168.100.1
0r12:172.160.1

Hyper-V
(Cluster Node 1) |

H v Hyper-v Hyper-V
i e Primar) icati

| (Cluster Node 2) ( y) (Replication)
Replication via WAN

Dedicated LAN

VM1 VM2
(Replication)  (Replication)

VM1 can for example host the Bosch VMS server, VM2 can host a Primary Domain Controller
(PDC).

Instead of using a dedicated server for the shared storage, you can also use the Starwind
solution to create a virtual shared storage on the 2 cluster nodes.

See the Cluster using Starwind solution, page 28 chapter for details.
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3 Preparing the operating system for replication and
cluster

Configuring network cards

Perform this procedure on both hosts.

1. Start Server Manager > Local Server.

2. Click the computer name to rename the server.

3. Click Disabled right by Remote Desktop to enable Remote Desktop.

4. Click IPv4 address assigned by DHCP to configure the ports of the network card.

= Server Manager o

Server Manager * Local Server Manage  Tools  View
== DROPERTIES =
122 Dashboard . For HVC1 TASKS ¥
I Local Server -
= Computer name HVC1 Last installed updates Nevel
Hi All Servers Warkgroup WORKGROUP Windows Update Not ¢
ii File and Storage Services b Last checked for updates MNevel =
Windows Firewall Public: On, Private: On Windows Error Reporting Off
Remote management Enabled Customer Experience Improvement Program Not g =
Remote Desktop Enabled IE Enhanced Security Configuration On
NIC Teaming Disabled Time zone (UTC
E-Netz IPv4 address assigned by DHCP, IPvG enabled Product ID 00252
Heartbeat 172.16.0.1
isCsl .168.128
MGMT 192.168.100.1
i oo P T S T - S e
< m >
EVENTS
All events | 6 total TASKS ¥
Filter el - E\" - v
i
Server Name ID  Severity Source log  Dateand Time
HVC1 10149 Warning Microsoft-Windows-Windows Remote Management System  3/8/2015 10:11:35 AM
HVC1 7023 Error Microsaft-Windows-Service Control Manager System 3/9/2015 10:11:22 AM
HVC1 46 Error volmgr System 3/9/2015 10:10:51 AM
v
p— ] E L, . P:’ @ ﬂ:b ENG  2:47 AM
j_ Fﬁ u»;y_] DE  3/9/2015

Network card port #1: Management (mandatory)
Network card port #2: Heartbeat (mandatory for cluster architecture)
Network card port #3: Business network (optional)
Network card port #4: iISCSI (mandatory for cluster architecture)
5. Restart the computer.
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Adding roles and features
1. Start Server Manager and click Manage > Add Roles and Features.

The Before You Begin page of the Add Roles and Features Wizard dialog box is
displayed.

=] Server Manager

Tools View

Add Roles and Features Wizard
TASKS ¥
DESTIMATICN SERVER ~
HvCt Nevel
Not ¢
This wizard helps you install roles, role services, or features. You determine which roles, role services, or Neve( =
features to install based on the computing needs of your organization, such as sharing documents, or
hosting a website.
Off
To remove roles, role services, or features:
Start the Remove Roles and Features Wizard Program Notp =
On
Before you continue, verify that the following tasks have been completed: e
* The Administrator account has a strong password 00257
* Network settings, such as static IP addresses, are configured
* The mast current security updates from Windaws Update are installed
If you must verify that any of the preceding prerequisites have been completed, close the wizard,
complete the steps, and then run the wizard again.
To continue, click Next.
I
>
TASKS ¥
[[] Skip this page by default
HvC1 10149 Waming Microsoft-Windows-Windows Remote Management System  3/8/2015 10:11:35 AM
HVC1 7023 Error Microsoft-Windows-Service Control Manager System  3/9/2015 10:11:22 AM
HVC1 48 Error volmgr System  3/9/2015 10:10:51 AM
v

e -PBG % e
2. Click Next.
The Select installation type page is displayed.
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3. Click Role-based or feature-based installation.

Server Manager

Server Manager * Local Server P anage View  Help
TASKS =
. . DESTINATION SERVER -~
Select installation type Nevel ]
Not ¢
File an Before You Begin Select the installation type. You can install roles and features on a running physical computer or virtual Nevel
machine, or on an offline virtual hard disk (VHD).
Installation Type
® Role-based or feature-based installation
Server Selection Off
Configure a single server by adding roles, role services, and features.
Program Mot g =
) Remote Desktop Services installation On
Install required role services for Virtual Desktop Infrastructure (VD) to create a virtual machine-based (uTCH
or session-based desktop deployment. 0025:
Y.
TASKS W+
~
<previous | [ Nexts | [ nstall | [ Cancel |
HVC1 10149 Warning Microsoft-Windows-Windows Remote Management System  3/8/2015 10:11:35 AM
HVC1 7023 Error Microsoft-Windows-Service Control Manager System  3/9/2015 10:11:22 AM
HVC1 45 Error valmgr System  3/9/2015 10:10:51 AM

[R= P2

4. Click Next.
The Select destination server page is displayed.
5. Click Select a server from the server pool.
Your server is displayed in the Server Pool list.

. - DESTINATION SERVER
Select destination server R
Before You Begin Select a server or a virtual hard disk on which to install roles and features.

Installation Type (®) Select a server from the server pool
O Select a virtual hard disk

Server Rolas Server Pool

Features

Filter: |

Name IP Address Operating System

HVR1 .168.2. Microsoft Windc

1 Computer(s) found

This page shows servers that are running Windows Server 2012, and that have been added by using the
Add Servers command in Server Manager. Offline servers and newly-added servers from which data
collection is still incomplete are not shown.

| < Previous | | Mext = %‘ | Install | | Cancel

6. Select your server and click Next.
The Select server roles page is displayed.

Bosch Sicherheitssysteme GmbH Configuration Manual 2016.02 | V3 | DOC



10 en | Preparing the operating system for replication and cluster Bosch Video Management System

7. Click to enable Hyper-V.

DESTIMATIOM SERVER

Select server roles e

Before You Begin Select one or more roles to install on the selected server.

Installation Type Roles Description
Server Selection

Hyper-V provides the services that
) . . ) you can use to create and manage
[ Active Directory Domain Services virtual machines and their resources.

[] Active Directory Federation Services Each virtual machine is a virtualized

. . . . . . hat operates in an
Active Directory Lightweight Directory Services f:omputer syste.m E P R
O v d v isolated execution environment. This

allows you to run multiple operating
[] Application Server systems simultaneously.

[] DHCP Server
[] DNS Server
[] Fax Server
[®] File and Storage Services (1 of 12 installed)
Hyper-V|
etwork Policy and Access Services

[[] Active Directory Certificate Services

[ Active Directory Rights Management Services

[] Print and Document Services
[] Remaote Access
[] Remote Desktop Services

8. Click Next.
The Add features that are required for Hyper-V page is displayed.

Add features that are required for Hyper-\/?

The following toocls are required to manage this feature, but do not
have to be installed on the same server,

4 Remote Server Administration Tools
4 Rele Administration Tools
4 Hyper-V Management Tools
[Tools] Hyper-\ Module for Windows PowerShell
[Tools] Hyper-\ GUI Management Tools

Include management tools (if applicable)

9. Click Add Features.
The Select features page is displayed.

2016.02 | V3 | DOC Configuration Manual Bosch Sicherheitssysteme GmbH



Bosch Video Management System Preparing the operating system for replication and cluster | en 11

10. Only on Hyper-V Cluster installations: Click to enable Failover Clustering.

DESTINATION SERWER

Select features B

Before You Begin Select one or more features to install on the selected server.

Installation Type Features Description

Server Selection i i i
b [ .NET Framework 3.5 Features ~ Failover Clustering allows multlp!e
servers to work together to provide
I [m] .MET Framework 4.5 Features (2 of 7 installed) high availability of server roles.

> O Background Intelligent Transfer Service (BITS)

Server Roles

Failover Clustering is often used for
File Services, virtual machines,

Hyper-¥ BitLocker Drive Encrypti

" = I cKer UIE Enrypron database applications, and mail
Virtual Switches [] BitLlocker Network Unlock applications.
Migration [] BranchCache

[ Client for NFS

[ Data Center Bridging

[] Direct Play

[] Enhanced Storage

Failover Clusterin

[] Group Policy Management

[] 115 Hostable Web Core

[1 Ink and Handwriting Services %

— - - £

Default Stores

Confirmation

< " BE

< Previous | | Next > | | Install | | Cancel

11. Click Next.
The Hyper-V page is displayed.

= Server Manager

erver Manager * Local Server Manage s View

DESTINATION SERVER

~
L Hyper-V el
W& All Ser Mot ¢
iﬁ File ar Before You Begin Hyper-V allows you to virtualize your server workloads by running those workloads on virtual machines, Nevel
You can use virtual machines to consolidate multiple workloads on one physical server, to improve
Installation Type server availability, and to increase efficiency in developing and testing software.
Server Selection Off

Things to note: Program Not

Server Roles

Features * Before you install this role, you should identify which network connections on this server you want to On
use for setting up virtual switches, (uTCH
* After you install Hyper-V, you can use Hyper-V Manager to create and configure your virtual 00252
Virtual Switches machines.
Migration
Default Stores
Confirmiation
TASKS *

More information about Hyper-V'

<previous | [ Nest> | [ sl | [ cancel |
BVCT 10149 Waming  Microsoft-Windows-Windows Remote Management System  3/5/2015 10:11:35 AM
HVCT 7025 Emor  Microsoft-Windows-Service Control Manager System 3/9/2015 10:11:22 AM
HVCT 4  Emor  volmgr System 3/9/2015 10:10:51 AM

[R=R iz

12. Click Next.
The Create Virtual Switches page is displayed.
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13. Click to enable MGMT.

DESTINATION SERVER

Create Virtual Switches e

Virtual machines require virtual switches to communicate with other computers. After you install this

Before You Begin . i . .
role, you can create virtual machines and attach them to a virtual switch.
Installation Type

One virtual switch will be created for each network adapter you select. We recommend that you create

Server Selection at least one virtual switch now to provide virtual machines with connectivity to a physical network. You

Server Roles can add, remove, and modify your virtual switches later by using the Virtual Switch Manager.
Features Network adapters:
Hyper-V Name Description
MGMT HP Ethernet 1Gb 4-port 331FLR Adapter
Migration [] Heartbeat HP Ethernet 1Gb 4-port 331FLR Adapter
Default Stores L<] " |

Confirmation

(i) We recommend that you reserQ one network adapter for remote access to this server. To reserve a
 network adapter, do not select it for use with a virtual switch.

[ <previous | [ Met> | | nstal |[ Cancel

14. Click Next.
The Virtual Machine Migration page is displayed.

DESTINATION SERVER

Virtual Machine Migration i

Hyper-V can be configured to send and receive live migrations of virtual machines on this server.
Configuring Hyper-V now enables any available network on this server to be used for live migrations. If
Installation Type you want to dedicate specific networks for live migration, use Hyper-V settings after you install the role.

Before You Begin

Server Selection . - - . .
[C] Allow this server to send and receive live migrations of virtual machines

Server Roles

 Authentication protocol

Features - - -
Select the protocol you want to use to authenticate live migrations.

(®) Use Credential Security Support Provider (CredSSP)
Virtual Switches This protocol is less secure than Kerberos, but does not require you to set up constrained
delegation. To perform a live migration, you must be logged on to the source server.

Hyper-¥

= () Use Kerberos
Default Stores This protocol is more secure but requires you to set up constrained delegation in your

Confirmation environment to perform tasks such as live migration when managing this server remotely.

A, I this server will be part of a cluster, do not enable migration now. Instead, you will configure the
server for live migration, including specifying networks, when you create the cluster.

A

< Previous | | Next > | | Install | | Cancel

15. Click Next.
The Default Stores page is displayed.
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16. Change the default locations.

DESTINATION SERVER
HVC1

Default Stores

Hyper-V uses default locations to store virtual hard disk files and virtual machine configuration files,
unless you specify different locations when you create the files. You can change these default locations
now, or you can change them later by modifying Hyper-V settings.

Before You Begin
Installation Type

Server Selection
Default location for virtual hard disk files:

Server Roles

CAUsers\Public\Documents\Hyper-V\Virtual Hard Disks

Features
Hyper-v Default location for virtual machine configuration files:
Virtual Switches C:\ProgramData\Microsoft\Windows\Hyper-V Browse...
Migration
Confirmation
< Previous N% > [ nstal | [ cancel
17. Click Next.
The Confirm installation selections page is displayed.
18. Click to enable Restart the destination server automatically if required.
= Add Roles and Features Wizard = [ =]

Confirm installation selections

Before You Begin
Installation Type

Server Selection

DESTINATION SERVER
HWC1

To install the following roles, role services, or features on selected server, click Install.

Restart the destination server automatically if required

Opticnal features (such as administration tools) might be displayed on this page because they have

been selected automatically. If you do not want to install these optional features, click Previous to clear

Server Roles their check boxes.

Features

Hyper-v Failover Clustering kad

Virtual Switches Hyper-V

; ) Remaote Server Administration Tools

Migration L .
Feature Administration Tools

Default Stores

Failover Clustering Tools

If a restart is required, this server restarts automatically, without
additional notifications. Do you want to allow automatic restarts?

i

19. Click Yes.
20. Click Install.
The server is restarted.
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Fixing MAC addresses
To avoid that the MAC address of the network adapter of the Bosch VMS virtual machine is
automatically changed, perform this procedure.
You need the MAC address of the affected network adapter.
1. Start Hyper-V Manager.
2. Right-click a virtual machine entry and click Settings...
The Settings dialog box is displayed.
3. In the Hardware list, click Advanced Features.

| HVTest-BYMS-1

V||| G

Advanced Features

% Hardware
CGM Add Hardware
& BIOS
Boot from CD

i [Mernory
4096 MEB

R Processor
2 Virtual processors
[= [EE IDE Contraller 0
s Hard Drive
HvTest-BYMS-1.vhdx
= i IDE Controller 1
&% DVD Drive

MAC address
@] Dynamic

® static

MAC address spoofing allows virtual machines to change the source MAC
address in outgoing packets to one that is not assigned to them.

[] Enable MAC address spoofing

DHCP guard

vmguest.iso
B 5CSI Controller
= @ Metwork Adapter

DHCP guard drops DHCP server messages from unautherized virtual machines
pretending to be DHCP servers.

["] Enable DHCP guard

eNetz
Hardware Acceleration

T com1 E

Mone

¥ com2

Mone
Diskette Drive
Mone

Router guard

Router guard drops router advertisement and redirection messages from
unauthorized virtual machines pretending to be routers.

[] Enable router advertisement guard

Protected network

Maove this virtual machine to another duster node if 3 network disconnection is
detected.

[¥] Protected network

Management

| L] Mame
HvTest-BVMS-1

¥4 Integration Services
Some services offered

13| Checkpaint File Location
C:\ClusterStorageVolume 11HY...

Part mirroring

Port mirroring allows the network traffic of a virtual machine to be monitored by
copying incoming and outgeing packets and forwarding the copies to another

.- wvirtual machine configured for monitoring.
aé Smart Paging File Location

C\ClusterStorageWolume 11HY... |+

Mirroring mode:; |None W |

I =

4. In the MAC address field, click Static.
5. Type in the valid MAC address.
6. Click OK.
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4

Configuring DSA E-Series 2600

For installing the firmware and assigning static IP addresses, install SANtricity ES Storage
Manager software.

You need the default NetAppp firmware to install it on your DSA E-Series device. This firmware
is available on the Bosch VMS product catalog page.

Contact Bosch Technical Support for these software packages.

mud 0

Notice!

For more detailed and up-to-date information refer to the SANtricity installation manual
available on http://mysupport.netapp.com/documentation/productlibrary/index.html?
productlD=61197.

4.1

4.2

4.3

See also

— Installing SANtricity on client computer, page 15

—  Assigning static IP addresses (part 1), page 15

- Installing the firmware on a DSA E-Series, page 15
—  Assigning static IP addresses (part 2), page 17

—  Configuring storage for Hyper-V or VMware, page 18

Installing SANtricity on client computer

»  Start setup.exe and follow the instructions on the screen.

Assigning static IP addresses (part 1)

Refer to the SANtricity manual for performing the following tasks.

Switch on the DSA E-Series device. The device waits several minutes for a DHCP server
assigning IP addresses. If no DHCP server is available or the DHCP does not assign IP
addresses, default IP addresses are automatically assigned for both the iSCSI Controller and
the Management Controller. SANtricity can only detect devices in the same subnet. If DHCP
server is available, this is not a problem. Otherwise you must configure an alternative IP
address for your network adapter so that you can reach iSCSI storage devices in other
subnets.

Assign the static IP addresses for the iSCSI controller after you installed the NetApp firmware
on your DSA E-Series device.

Assign IP addresses:
1. After this automatic assignment, start SANtricity to configure static IP addresses.
2. For the Management Controller configure port 1.
For better network redundancy, you can also configure port 2.
3. Exit SANtricity and restart it.
4. Remove the old array entry and rescan.

Installing the firmware on a DSA E-Series

To install:
1. Start SANtricity ES Storage Manager.
2. Click the Support tab.
3. Click View Event Log.

The Event Log dialog box is displayed.
4. Click Clear All....

Bosch Sicherheitssysteme GmbH Configuration Manual 2016.02 | V3 | DOC
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5. In the next dialog box, type in yes and click OK.

Old event logs are removed. This is a prerequisite for installing the firmware.
6. Click Download Firmware.

The following dialog box is displayed.

i N
E e-SeresEMetz01 - Select Dmn...ﬂ

“ NetApp

Select a download task:

i@ Download contraller firmware
(") Download controller MYSRAM
] () Download drive firmware
) Download ESM firmware

(") Download Tray configuration settings

[ oK |[ Cancel

7. Select Download controller firmware and click OK.
The following dialog box is displayed.
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“ NetApp-

Select a firmware file to transfer new controller firmware from this management station to Storage
Array VMware.

Controller Firmware

Current controller firmware version: PkgInfo 07.81.09.20

Selected controller firmware file:

esktop\wmware\E26xx_075344600\RC_07844600_e10_734_26x0.dlp Select File. ..

File information:

Firmware=07.84.46.00

MVSRAM
Transfer NVSRAM file with controller firmware

Current NVSRAM wversion: N26X0-781830-301

Selected MYSRAM file:

nistrator\Desktopwmware\E26xx_07344600 M 26X 0-734334-DB 2. dIp Select File. ..

File information;

Mo displayable attributes associated with this file,

[ Transfer files but don't activate them (activate later}

Transfer... ][ Cancel ][ Help ]

8. Select check box Transfer NVSRAM file with controller firmware.
9. In both selection fields, enter the appropriate path and filenames.
10. Click Transfer...

The firmware is transferred and installed on your device.

This process can last 10 minutes or longer.

4.4 Assigning static IP addresses (part 2)

Refer to the SANtricity manual for performing the following task.
Assign static IP addresses for the iSCSI controllers.
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Bosch Video Management System

4.5

Assign IP addresses:
» For each iSCSI controller configure 2 iSCSI ports with static |
Configure the correct port speed used in your network.

Configuring storage for Hyper-V or VMware

Create volume group with volume:

1. Click the Storage & Copy Services tab.

2. Create a volume group.

3. For this group configure Automatic and RAID 6.

4. In the Map to host: list, select Map Now to Default Group.

. —= Unnamed - Create Volume: Specify Parameter

Tips on storage provisioning

P addresses.

=)
Bl Netapp

~Volume Parameters

Volume group name: Vol _VMware
Volume group RAID level: &
Free capacity: 4,587,549 GB

Mew vaolume capacdity: Lnits:

| 0,0001%] 6B v |

Volume name: &

1

Map to host: €&

Volume IjO characteristics type:
[FiJe system (typical) - ]

Enable dynamic cache read prefetch @

Segment size:

Enable data assurance (DA) protection on the new volume & @

[ Finish

| ([cane ] [0 ]

5. In this group, create a 1 TB volume for VMware.
For Hyper-V, create 3 volumes:
1x 100GB Quorum
2x 1TB as Cluster Shared Volumes

2016.02 | V3 | DOC
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For VMware: Change the default host operating system type:

1. Click the Host Mappings tab.
2. Right-click Default Group and click Change Default Host Operating System.
3. As the new host type configure VMWare.

For Hyper-V: Change the default host operating system type:

1. Click the Host Mappings tab.
2. Right-click Default Group and click Change Default Host Operating System.
3. Asthe new host type configure Windows Server 2003/Server 2008 Clustered (Supports

DMP) for a dual controller device.
For a single controller device select the Windows Server 2003/Server 2008 Non-
Clustered (Supports DMP) option.

. . . .
4.6 Configuring iSCSI targets on Windows host
For preparing the storage you must perform the following tasks:
— Adding the iSCSI target
- Initializing the disks of the iSCSI target
Adding the iSCSI target
1. Start the iSCSI service.
A Computer Management = | =] =
File Action View Help
e 2piERXssaB
A Computer Management (Local|| Yolume ‘ Layout | Type ‘ File System | Status | C | Actions
Pl m System Tools & (C) Simple Basic NTFS Healthy (Boot, Page File, Crash Dump, Primary Partition) 12 .
I (E—) Task Scheduler # System Reserved Simple Basic NTFS Healthy (System, Active, Primary Partition) xl Disk Manag_ement =
b @ Event Viewer Meore Actions
[ @2 Shared Folders
b % Local Users and Groups
b @‘J Performance
2 Device Manager
4 (&5 Storage
3 -B; Windows Server Backup,
=4 Disk Management
b T Services and Applications
< m >
i
4 Disk 0 I
Basic System Reserved )
136,70 GB 330 MB NTFS 136,36 GB NTFS T T =
Online Healthy (System, Active, Pri | [Healthy (Boot, Page File, Crash Dump, Prim Microsoft ISCSI |_|
\é-:JCD-ROM 0 The Microsoft iSC5| service is not running. The service is required to be started for
DVD (D) iSCSl to function correctly. To start the service now and have the service start
automatically each time the computer restarts, click the Yes button,
No Media
ve [ Mo

w

TN —UTOT T

LSIINF-01-00 Multi-P...

IR Ae e A e

B Unzllocated Wl Primary partition

2. Find and start the iSCSI initiator using the Windows search function.

3.
4.

The iSCSI Initiator Properties dialog box is displayed.
Type in the IP address of your iSCSI target and click Quick Connect...
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& Failover Cluster Manager -

File Action View Help

Targets |D15mvery Favorite Targets | Volumes and Devices | RADIUS I Configuration |

Quick Connect
To discover and log on to a target using a basic connection, type the IP address or = . .
DNS name of the target and then dick Quick Connect. Status Cluster Use Information 'E Live Migration Settings...
@ Up Cluster and Client View »
Target: 192,168, 128,34 | ‘ Quick Connect,,. ® U MNone |G Refresh
Discovered targets @ up Cluster Only H Help

Refresh

Mame Status
Information Details...

Show Critical Events
Properties

Help

To connect using advanced options, select a target and then
click Connect.

To completely disconnect a target, select the target and

then dick Disconnect. Disconnect n >
For target properties, incuding configuration of sessions, Properties

select the target and dick Properties.

For configuration of devices assocated with a target, select
the target and then dick Devices.

168.128.0/24

Lo J[ concl J[ ooy |

5. The Quick Connect dialog box is displayed.
The successfully connected iSCSI target is displayed in the Discovered targets field.

1SCSI Inttiator Properties L

Targets that are available for connection at the IP address or DNS name that you
provided are listed below. If multiple targets are available, you need to connect
to each target individually.

Connections made here will be added to the list of Favorite Targets and an attemp
to restore them will be made every time this computer restarts.

Discovered targets

Progress report
Login Succeeded.

6. Click Done.
The iSCSI Initiator Properties dialog box with the connected iSCSI target is displayed.
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Targets | Discovery | Faverite Targets | volumes and Devices [ RADIUS |
Quick Connect

To discaver and log on to & target using a basic connection, type the IP address or
DNS name of the target and then diick Quick Conmect.

Target: | | quidk connet...

Discovered targets
Refresh

Name: Status
ian. 1992-01.com. lsi: 236" 0000000... Comnected

To connect using advanced options, select a target and then
dick Connect.

To completely disconnect a target, select the target and
then dick Disconnect.

For target properties, induding configuration of sessions, oper!
sellct the target and cick Properties,

For configuration of devices associated with 2 target, select
the target and then cick Devices.

i

o ]

]

‘ | Apply

7. Click Devices...

The Devices dialog box with all disks assigned to your target are displayed.

iSCSI Initiator Properties

Name: Address

Target 0: LUM 0
Disk 2 Port 3: Bus 0: Target 0: LUN 1
Disk 3 Port 3: Bus 0: Target 0: LUN 2
Disk 4 Port 3: Bus 0: Target 0: LUN 3
Disk 5 Port 3: Bus 0: Target 0: LUN 4

Volume path names:

Legacy device name: W WPhysicalDrive1

\\P\sesizdiskaven_Isigprod_inf-01-00% 12 1c1213448¢

CS —R— >

Configure Multipath 10 (MPIC)

Device interface name:

To configure the MPIO policy for
selected device, dick MPIO.

Ce

8.

Click OK.
The iSCSI target is successfully added.

Initializing the disks of the iSCSI target

1.

Start Disk Management.
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A Computer Management Hi-
File Action View Help
e tE BE RX S s a2
k3 I;omputer Management (Local|| Volume | La)rout| Type | File System | Status | Capacity | Free Space | Actions
4 [f}' .S_)rstem Tools Simple Basic NTFS Healthy (Boot, Page File, Crash Dump, Primary Partition) 136,36 GB 114,09 GB Disk Management "
[ (4} Task Scheduler s System Reserved Simple Basic NTFS Healthy (System, Active, Primary Partition) 350 MB 35 MB :
b @ Event Viewer More Actions 4
I+ 2| Shared Folders < m >
Local Users and Groups ,
) Performance Disk 0 I
=4 Device Manager Basic System Reserved (=]
4 &3 storage 136,70 GB 350 MB NTFS 136,36 GB NTFS
b "g} Windows Server Backug Online Healthy (System, Active, Prim | 'Healthy (Boot, Page File, Crash Dump, Primary Partition)
=f Disk Management
=4 Services and Applications
P ’e copisk1
Unknown
500 MB 500 MB
Offline (i Unallocated
“@IDisk 2 -
Basic %E
909 82 GB 999,87
Offline (i
“¥IDisk 3 -
Basic
999,88 GB 999,87 GB
Offline (i
“3Disk 4 -
Unknown
1000,00 GB 1000,00 GB
Offline (i Unallocated
“@Disk 5 -
Unknown
1000,00 GB 1000,00 GB
Offline (§ Unallocated
iCD-ROM O
DVD (D)
Mo Media
< m > ||| l Unallocated [l Primary partition

2. Right-click Disk1 and click Online
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A Computer Management
File Action View Help
sz &

A Computer Management (Local|| Volume | Layout ‘ Type | File System | Status | Capacity | Free Space
Fl ]]’j Systemn Tools cw (C) Simple Basic NTFS Healthy (Boot, Page File, Crash Dump, Primary Partition) 13636 GB 114,09 GB
I 'CL) Task Scheduler o System Reserved Simple Basic NTFS Healthy (System, Active, Primary Partition) 350 MB 25 MB

1 {2 Event Viewer
I @ Shared Folders < m >
I % Local Users and Groups 4
b (&) Performance Disk 0 ! |
= Device Manager Basic System Reserved (%]
4 £ Storage 136,70 GB 350 MB NTFS 136,36 GB NTFS
b \&" Windows Server Backug Online Healthy (Syster, Active, Prire || Healthy (Boot, Page File, Crash Durmp, Prirary Partition)
=4 Disk Management
b Ty Services and Applications =
- 3 Disk 1 I
Unknown
Vs [ ogee |
Offline i
Properties
Help
“3IDisk 2 ——
Basic
999,83 GB 999,87 GB
Offline (i

3. Right-click Disk 1 and click Initialize Disk.

A Computer Management
File Action View Help

s P

[ e

A Computer Management (Local | Volume | Layout| Type | File System | Status | Capacity | Free Space
4 m System Tools == () Simple Basic NTFS Healthy (Boot, Page File, Crash Dump, Primary Partition) 136,36 GB 114,08 GB
I (E—) Task Scheduler o 5System Reserved Simple Basic NTFS Healthy (System, Active, Primary Partition) 350 MB 8% MB

I E Event Viewer
I @l Shared Folders < m >
I Jg Local Users and Groups 4
%) Performance iDisk 0 -
=4 Device Manager Basic System Reserved [(e3]
4 23 Storage 135._70 GB 350 MB MTFS 136,36 GB NTFS
b 4 Windows Server Backup Online Healthy (System, Active, Primr || Healthy (Boot, Page File, Crash Dump, Primary Partition)
= Disk Management
I o4 Services and Applications =
3 Disk 1 I
Unknown
o1
Mot Initial k
Offline
Properties
“3IDisk 2 |
Basic Help
999,83 GB YUY,BT GB
Offline (i

4. The Initialize Disk dialog box is displayed.

Initialize Disk -

You must initialize a disk before Logical Disk Manager can access it.
Select disks:

Use the following partition style for the selected disks:
(®) MER (Master Boot Record)
() GPT {GUID Partition Table) %

Mote: The GPT parition style is not recognized by all previous versions of
Windows.

| ok || Cancel

5. Click OK
Disk 1 is online and unallocated.
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e Computer Management
File Action View Help
| 7 5}

A Computer Management (Local | Velume | La)rout| Type | File S)rsteml Status | Capacity | Free Space
4 [fj S_)fstem Tools o (C) Simple Basic NTFS Healthy (Boot, Page File, Crash Dump, Primary Partition) 136,36 GB 114,09 GB
[» '/f\' Task Scheduler W System Reserved Simple Basic NTFS Healthy (System, Active, Primary Partition) 350 MB 89 MB

[ E Event Viewer

I» @/ Shared Folders < m >

I & Local Users and Groups {

b (R) Performance CiDisk 0 ¢ |

=y Device Manager Basic System Reserved c)
4 2 Storage 136,70 GB 350 MB NTFS 136,36 GB NTFS
b E-/. Windows Server Backup Online Healthy (Systemn, Active, Prire | | Healthy (Boot, Page File, Crash Dump, Primary Partition)
=% Disk Management
I = Services and Applications

PP Copigk1
Basic
439 MB 459 MB
Online Unallocated
“@Disk 2 |
Basic
994,88 GB 099,87 GEB
Offline i
“@Disk 3 ]
Basic
994,88 GB 999,87 GB
Offline i
“@Disk 4 ]
Unknown
1000,00 GEB 1000,00 GB
Offline (i Unallocated
“@IDisk 5 ]
Unknown
1000,00 GE 1000,00 GB
Offline (i Unallocated

6. Right-click Disk 1 and click New Simple Volume.
The New Simple Volume Wizard is displayed.

New Simple Volume Wizard -

Welcome to the New Simple
Volume Wizard

This wizard helps you create a simple volume on 3 disk

A simple volume can only be on a single disk.

To continue, click Next

< Back Next =

7. Click Next.
8. Type in the desired disk size and click Next.
9. Click to select Do not assign a drive letter or drive path.

2016.02 | V3 | DOC Configuration Manual Bosch Sicherheitssysteme GmbH



Bosch Video Management System Configuring DSA E-Series 2600 | en 25

New Simple Volume Wizard -

Assign Drive Letter or Path
For easier access, you can assign a drive letter or drive path to your partition.

() Assign the following drive letter: E
() Mount in the following empty NTFS folder:

Browse...

(®) Do not assign a drive letter or drive path

[ <Back || MNet> | [ Cancd |

10. Click Next.
11. Click to select Format this volume with the following settings.

New Simple Volume Wizard -

Format Partition
To store data on this partition, you must format it first.

Choose whether you want to format this volume, and f so, what settings you want to use.

O Do not format this volume

| Format this volume with the following settings:

File system: NTFS W

Perform a quick format
[] Enable file and folder compression %
¢Back || Ned> | [ Cancel |

12. Click Next.

New Simple Volume Wizard -

Completing the New Simple
Volume Wizard

You have successfully completed the New Simple Volume
Wizard.

You selected the following settings:
Wolume type: Simple Volume A
Disk selected: Disk 1
Volume size: 437 MB

Drive letter or path: None
File system: NTFS
AMlocation unit size: Default
Volume label: Quonum
Cniicke fnmat - Yee

To close this wizard, click Finish,

[ <Back | Fngs | [ Canced |

13. Click Finish.
14. Repeat the above steps for all disk drives that are not yet included.
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5

Performance tips

The following practices help optimize Hyper-V performance

1. Since MS Server 2012 the default Power Options for the virtual machines and hosts is
Balanced. Reset this to High Performance.

2. Ensure that the number of virtual CPUs assigned is not higher than the number of
physical CPUs available.

3. Install the latest versions of Guest Tools appropriate to your version of the Hypervisor.

4. The virtual hard disks (VHDs) of the virtual machines (VMs) should be deployed on logical
unit numbers (LUNs) that suit the demands of the application. For example:
—  Put the operating system (OS) and the application on separate VHDs.
—  Format the VHD for the OS with an allocation unit (cluster size) of 4096
—  (Profitable for BIS, not Bosch VMS) format the VHD where an MS SQL database

resides with a cluster size of 64K

—  Format the VHD where the error log resides with a cluster size of 1024

5. If possible, do not run the Hyper-V Manager on the Hyper-V host. Run it from a client
instead.

6. Use Checkpoints (Snapshots) of virtual machines only temporarily for updates, not for
backups, because Checkpoints lead to increased I/0.

7. Always prefer synthetic over emulated hardware (for background information see https://
support.microsoft.com/en-us/kb/2844106 ). Do not activate hardware compatibilities in
the devices of the virtual machine, even though this is allowed, for example for the CPU.
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6 Example System Dimensions

6.1 Sizing
Sizing
SCx HDD Size Memory Size Network
HVC1 146 GB 16 GB 4x 1 Gbit/s
HVC2 146 GB 16 GB 4x 1 Gbit/s
HVR1 146 GB 16 GB 4x 1 Gbit/s
HVR2 146 GB 16 GB 4x 1 Gbit/s

6.2 Network segments

Network configuration

Name Named in OS |Network [IP-Address DNS DHCP Gateway

mask range

Management | MGMT /24 192.168.100 |192.168.0.10 192.168.0.254
Heartbeat Heartbeat /16 172.16 NA No NA
Production |E-Netz DHCP DHCP DHCP Yes DHCP
Storage iSCSI /24 192.168.128 |[NA No NA

6.3 Server configuration

6.3.1 Replication

Server configuration: Physical server (Replication)

Server name HVR1 HVR2

Usage

MS Windows Hyper-V

MS Windows Hyper-V

Server type

HP Proliant DL380

HP Proliant DL380

Network configuration

NIC1 (MGMT) 192.168.100.101 192.168.100.102

HDD

C Partition 136 GB 136 GB

Type

Cluster No No

Physical / Virtual Physical Physical

(01 Windows Server 2012 R2 Windows Server 2012 R2
6.3.2 Cluster

Server configuration: Physical server (Failover Cluster)

Server name

HvC1

HvVC2

HVPDC

Usage

MS Windows Hyper-V

MS Windows Hyper-V

Domain Controller
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Server configuration: Physical server (Failover Cluster)

Server name

HVC1 HvVC2

HVPDC

Server type

HP Proliant DL380 HP Proliant DL380

Hyper-V Virtual Machine

Network configuration

Netz)

NIC1 Portl 192.168.100.1 192.168.100.2 192.168.100.10
(MGMT)

NIC1 Port2 172.16.0.1 172.16.0.2

(Heartbeat)

NIC1 Port3 (E- Over DHCP Over DHCP

NIC1 Port4 192.168.128.1 192.168.128.2

(iscsi)

HDD

C Partition 136 GB 136 GB 50 GB
Storage

Volume 1 500 MB

(Quorum)

Volume 2 (CSV1) |1 TB

Volume 3 (CSV2) (1 TB

Type

Cluster Management Cluster | Management Cluster NA
Physical / Virtual | Physical Physical Virtual
os Windows Server 2012 | Windows Server 2012 R2 Windows Server 2012 R2

R2

6.3.3 Cluster using Starwind solution

Tested with:

StarWind Virtual SAN V8 Build 8198
Microsoft Server 2012 R2 as Host System
Microsoft Server 2008 R2 as Client System
Bosch VMS 5.5.5.258

Server Name HVC 1 HVC 2
Usage Windows Hyper-V Windows Hyper-V
Server Type HP Proliant DL 380 HP Proliant DL 380

Network Configuration

Nic 1 Port 1 Mgmt

192.168.*.*

192.168.*.*

Nic 1 Port 2 Heartbeat / Sync 1

172.16.110.* / 172.16.210.*

Nic 2 Port 1 Heartbeat / Sync 2

172.16.111.* / 172.16.211.*

2016.02 | V3 | DOC

Configuration Manual

Bosch Sicherheitssysteme GmbH

172.16.110.* / 172.16.210.*
172.16.111.* / 172.16.211.*




Bosch Video Management System

Example System Dimensions | en

29

Server Name

HvC 1

HVC 2

HDD

HDD 1 (136GB)

HDD 2 (136GB)

Raid Group 1 C Partition

Raid Group 1 C Partition

HDD 3 (136GB)

Raid Group 2 StarWind Partition

Raid Group 2 StarWind

HDD 4 (136GB) Partition

Storage

Volume 1 (Quorum) 500 MB 500 MB

Volume 2 (CSV1) 100GB 100GB

Type

Cluster Management Cluster Management Cluster
Physical/Virtual Physical Physical

(0153 Windows Server 2012 R2 Windows Server 2012 R2
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Emulated device

[Context: Microsoft Hyper-V] Software that
emulates a legacy device within a virtual machine.
Advantage: availabilitiy of drivers. Disadvantage:
sub-optimal performance.

High availability (HA)
Technology to keep a system available for use
despite threats such as HW or SW failures,
sabotage or natural disasters.

Host
In the context of high availability a host is the
physical computer on which hypervisor software
creates and runs virtual machines.

Hyper-V
Hyper-V is Microsoft's standard native hypervisor.
A hypervisor or virtual machine monitor creates
and runs virtual machines.

Logical unit number
a unique identifier to designate an individual or
collection of physical or virtual storage devices to
a SCSI system

Synthetic device
[Context: Microsoft Hyper-V] A new kind of high-
performance virtual device available with Hyper-V.
Advantage: better performance than emulated
devices.

Virtual hard disk

A software file that emlates a hard disk in high
availability technology

Virtual machine

The emulation of a physical computer in software.
The VM has its own operating system and uses the
physical resources of the physical computer that
hosts it. See Host.

2016.02 | V3 | DOC Configuration Manual

Bosch Sicherheitssysteme GmbH






Bosch Sicherheitssysteme GmbH
Robert-Bosch-Ring 5

85630 Grasbrunn

Germany

www.boschsecurity.com

© Bosch Sicherheitssysteme GmbH, 2016




	 Table of contents
	1 Introduction
	1.1 General Requirements

	2 Hyper-V architectures
	2.1 Low effort: Replication
	2.2 Medium effort: Cluster

	3 Preparing the operating system for replication and cluster
	4 Configuring DSA E-Series 2600
	4.1 Installing SANtricity on client computer
	4.2 Assigning static IP addresses (part 1)
	4.3 Installing the firmware on a DSA E-Series
	4.4 Assigning static IP addresses (part 2)
	4.5 Configuring storage for Hyper-V or VMware
	4.6 Configuring iSCSI targets on Windows host

	5 Performance tips
	6 Example System Dimensions
	6.1 Sizing
	6.2 Network segments 
	6.3 Server configuration
	6.3.1 Replication
	6.3.2 Cluster
	6.3.3 Cluster using Starwind solution


	 Glossary

